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1 Motivation

Compartment models are classical tools of mathematical epidemiology. They are used to analyze the spread of infectious diseases. For the current COVID-19 (coronavirus disease, WHO (2020b)) pandemic, variants of the basic SIR and SEIR (Susceptible - (Exposed) - Infectious - Removed) model have routinely been employed by modeling groups worldwide. However, the limits to the kinds of conclusions that can be drawn from such models are not always clear. Indeed, precise quantitative predictions of future infections or deaths in single countries that receive most attention in the media are usually outside of their scope. Rather, compartment models offer a deeper understanding of qualitative principles of infectious disease dynamics and insights into the range of possibilities – and impossibilities, given assumptions on key model parameters.

Below, we provide a detailed description of an SEIR model, with additional compartments - hospital and ICU wards, quarantine, recovery, and death - that describes the outcome of an epidemic that we have specifically adapted to the local outbreak in Austria. We describe several basic scenarios, discuss what can be learned from them and provide all necessary information for users to build their own scenarios and interpret the outcome.

2 Model

Our model is an extension of the well-studied SEIR model (Martcheva, 2015) without vital dynamics, i.e., the infectious disease spreads so fast that births and deaths unrelated to the epidemic can be neglected. It was initially loosely based on a COVID-19 simulation tool by Richard Neher et al. (University of Basel) (Noll et al., 2020). In the following sections, we first introduce the compartment structure of the model, including extensions of the basic SEIR structure to account for more detailed outcome dynamics and for population age structure. We then state the differential equations that define the dynamics and discuss the meaning of all model parameters.

2.1 Compartment structure

The basic SEIR model

All compartment models allocate the total population to a small number of compartments and assume that all individuals in the same compartment can be treated as identical with respect to the disease dynamics. The basic SEIR model has four such compartments. At the start of a new epidemic, almost all individuals are allocated to the susceptible (S) compartment. If an S-individual
meets an infectious (I) individual, he or she can get infected. In this case, the individual first moves from the S-compartment into the exposed (E) compartment. E-individuals have contracted the virus but are not yet infectious themselves, i.e., they are in the latency period. An E-individual turns into an I-individual after an (exponentially distributed) waiting time. From there, the individual transitions to the so-called “removed” (R) compartment, where s/he is no longer infectious, and also cannot be infected any more. For the disease dynamics, it does not matter whether individuals in the R-compartment are dead or whether they have recovered and are now permanently immune: both will not feed back on the dynamics of the S, E, and I-compartments. The basic SEIR model therefore does not distinguish these cases.

Of relevance to COVID-19, the basic SEIR model assumes a simple *black or white* scheme concerning immunity: One the one hand, there is no pre-existing immunity (or even partial immunity), on the other hand, there are no re-infections: once individuals are recovered, immunity is complete and permanent.

**Outcome dynamics**

As the disease outcome is of key interest in the real world, we extend the basic model and distinguish between Recovered (R) and Deceased (D) individuals. Note that the new R-class “Recovered” is really a sub-compartment of the R-compartment “Removed” of the basic model. For a more detailed description of the outcome dynamics, we include additional compartments: Quarantined (Q), Hospitalized (H), and intensive Care (C). Finally, the Recovered compartment is decomposed into a known/detected $R^k$ and an unknown/undetected $R^u$ compartment.

Infected individuals can either recover directly into $R^u$ without ever being detected or they are detected, officially recorded and quarantined. Depending on the severity of the disease, these detected individuals progress to one of three quarantine compartments, $Q$, $Q^h$, or $Q^c$. While $Q$-individuals recover at home (and progress to $R^k$), $Q^h$-individuals require hospitalization (H) after some time and $Q^c$-individuals require intensive care (C). All $H$-individuals eventually recover into $R^k$, but $C$-individuals die with a certain probability (D) and are otherwise admitted to a normal hospital ward (H) to recover.

The dynamics of the H and C-compartments are of particular interest, since both have limited capacity due to a finite number of hospital and ICU beds, which should not be exceeded during the epidemic. Furthermore, at least partial time-series data exist for those compartments. Explicitly including them into the model can provide additional information about the various parameters.

Of course, the outcome dynamics of the model is a simplified view of the real-world dynamics. In particular, we assume that all deaths occur out of critical care and ignore potential hospital days of C-patients before they are admitted to critical care.
Age structure

The basic SEIR model assumes that all individuals in a compartment can be treated as equivalent. This is never true in reality, but with large compartments, individual differences can often be “averaged out”. However, this is not possible for some key factors that influence the disease dynamics and the expected outcome. For COVID-19, the most important factor to determine outcome (and to some extent also transmission) is age. We have therefore added an explicit age structure to the model. Specifically, all compartments are subdivided into nine age groups in intervals of ten years, from the youngest ones (0-9 years) to the oldest (80 years and older). This follows international practice, as COVID-19 data (e.g., for ICU need) are often published for these age classes.

Compartment model summary

We can summarize the compartment structure and the flow chart of our model as follows:

All compartments are sub-structured into nine age classes (index \( \alpha \)). They contain the following classes of individuals:

- \( S_{\alpha} \): Susceptible individuals (not yet infected and not immune)
- \( E_{\alpha} \): Exposed individuals (infected, but non yet infectious, latency period)
- \( I_{\alpha} \): Infectious individuals (not in quarantine/hospital)
- \( R^u_{\alpha} \): Unknown recovered individuals (with permanent immunity)
- \( R^k_{\alpha} \): Known recovered individuals (with permanent immunity)
- \( Q_{\alpha} \): Quarantined individuals (usually with mild symptoms, i.e., recovering at home)
- \( Q^h_{\alpha} \): Quarantined individuals with severe symptoms that (eventually) require hospitalization.
• $Q^c_\alpha$: Quarantined individuals with severe symptoms that (eventually) require critical care.

• $H_\alpha$: Hospitalized individuals (with severe symptoms)

• $C_\alpha$: Individuals in Critical care (occupying ICU beds)

• $D_\alpha$: Deceased individuals

For all compartments, we will use the letter without index $\alpha$ to denote the total number of individuals across all age classes, i.e., $S = \sum_\alpha S_\alpha$ etc.

2.2 Dynamical equations and transition rates

We consider the dynamics of the various classes along time (in days), defined by the following system of ordinary differential equations (ODEs):

\[
\begin{align*}
\frac{dS_\alpha}{dt} &= -v_{S\to E} S_\alpha \\
\dot{E}_\alpha &= v_{S\to E} S_\alpha - v_{E\to I} E_\alpha \\
\dot{I}_\alpha &= v_{E\to I} E_\alpha - \left( v_{I\to R^u} + v_{I\to Q} + v_{I\to Q_h} + v_{I\to Q_c} \right) I_\alpha \\
\dot{R}_u_\alpha &= v_{I\to R^u} I_\alpha \\
\dot{R}_k_\alpha &= v_{Q_h\to R} + v_{C\to R} \\
\dot{Q}_\alpha &= v_{I\to Q} - v_{Q\to R^k} \\
\dot{Q}_h_\alpha &= v_{I\to Q_h} - v_{Q_h\to H} \\
\dot{Q}_c_\alpha &= v_{I\to Q_c} - v_{Q_c\to C} \\
\dot{H}_\alpha &= v_{Q_h\to H} + v_{C\to H} - v_{H\to R^k} \\
\dot{C}_\alpha &= v_{Q_c\to C} - \left( v_{C\to D} + v_{C\to H} \right) \\
\dot{D}_\alpha &= v_{C\to D}.
\end{align*}
\]

The sum of individuals in each age class remains constant at all times,

\[
S_\alpha + E_\alpha + I_\alpha + R^u_\alpha + R^k_\alpha + Q_\alpha + Q_h_\alpha + Q_c_\alpha + H_\alpha + C_\alpha + D_\alpha = N_\alpha. \tag{2}
\]

We use the initial conditions,

\[
\begin{align*}
E_\alpha(t_0) &= R^u_\alpha(t_0) = R^k_\alpha(t_0) = Q_\alpha(t_0) = Q_h_\alpha(t_0) = Q_c_\alpha(t_0) = H_\alpha(t_0) = C_\alpha(t_0) = D_\alpha(t_0) = 0, \tag{3a} \\
S_\alpha(t_0) &= N_\alpha - I_\alpha(t_0). \tag{3b}
\end{align*}
\]
Here, the initial number of infectious individuals, $I(t_0) = \sum_\alpha I_\alpha(t_0)$ and the start time $t_0$ are free parameters. These initial infections are distributed across age groups proportionally to their size, i.e., $I_\alpha(t_0) \propto N_\alpha$. Usually, $I_\alpha(t_0) \ll N_\alpha$.

The transition rates between compartments are defined as follows,

\begin{align}
  v_\alpha^{S \to E} &= \frac{\beta_\alpha(t)}{T_i} S_\alpha(t) \sum_{\alpha'} I_{\alpha'}(t) \quad (4a) \\
  v_\alpha^{E \to I} &= \frac{1}{T_i} E_\alpha(t) \quad (4b) \\
  v_\alpha^{I \to Q} &= (1 - h_\alpha) \delta(t) - \bar{h} \frac{1}{T_i} I_\alpha(t) \quad (4c) \\
  v_\alpha^{I \to Q^h} &= h_\alpha(1 - c_\alpha) \frac{1}{T_i} I_\alpha(t) \quad (4d) \\
  v_\alpha^{I \to Q^c} &= h_\alpha c_\alpha \frac{1}{T_i} I_\alpha(t) \quad (4e) \\
  v_\alpha^{I \to R^u} &= (1 - h_\alpha) \frac{1 - \delta(t)}{1 - \bar{h}} \frac{1}{T_i} I_\alpha(t) \quad (4f) \\
  v_\alpha^{Q \to R^k} &= \frac{1}{T_q} Q \quad (4g) \\
  v_\alpha^{Q^h \to H} &= \frac{1}{T_{qh}} Q^h \quad (4h) \\
  v_\alpha^{Q^c \to C} &= \frac{1}{T_{qc}} Q^c \quad (4i) \\
  v_\alpha^{H \to R^k} &= \frac{1}{T_h} H_\alpha(t) \quad (4j) \\
  v_\alpha^{C \to D} &= \begin{cases} d_\alpha \frac{1}{T_c} C_\alpha(t), & \sum_\alpha C_\alpha \leq C_{\text{ICU}}, \\ d'_\alpha \frac{1}{T_c} C_\alpha(t), & \text{otherwise (ICU-overflow)} \end{cases} \quad (4k) \\
  v_\alpha^{C \to H} &= \begin{cases} (1 - d_\alpha) \frac{1}{T_c} C_\alpha(t), & \sum_\alpha C_\alpha \leq C_{\text{ICU}}, \\ (1 - d'_\alpha) \frac{1}{T_c} C_\alpha(t), & \text{otherwise (ICU-overflow).} \end{cases} \quad (4l)
\end{align}

Below, we describe the parameters of the model and our fitting procedure, and discuss results of the “EpiMath Austria SEIR” web application for several epidemic scenarios.

### 2.3 Definition of model parameters

Equations (4) describe how the transition rates of the dynamical model depend on a set of basic parameters for infection, recovery, and death. We now explain the meaning of these basic parameters in detail. In subsequent sections, we will describe how all parameters can be estimated from data.
Epidemiological parameters

A first set of parameters determines the basic epidemiological dynamics between compartments S, E, I, and the combined \( R^u + R^k + Q^h + Q^c + H + C + D \) compartment for the “removed” cases.

Reproduction number  The key quantity to determine the course of an epidemic is the effective reproduction number,

\[
R_{\text{eff}}(t) = \sum_{\alpha} \beta_\alpha(t) \frac{S_\alpha(t)}{N}
\]  

(5a)

where

\[
\beta_\alpha(t) = R_0 \zeta_\alpha \left(1 - M(t)\right) \left(1 - \cos \left[2\pi \frac{t - t_{\text{peak}}}{365.25}\right]\right).
\]  

(5b)

\( R_{\text{eff}}(t) \) is the average number of new infections caused by a single infected person throughout the infectious period (i.e., while in compartment I). For \( R_{\text{eff}}(t) > 1 \), the number of infected individuals increases (the “epidemic grows”), while for \( R_{\text{eff}}(t) < 1 \) it shrinks exponentially. The effective reproduction number is a composite, time-dependent quantity that summarizes several effects that are defined by the following parameters:

- The basic reproduction number \( R_0 \) defines the average number of new infections per infected individual at the start of the epidemic, when all other individuals are still susceptible, and without any effects of mitigation or seasonality. It is also the maximal value that \( R_{\text{eff}}(t) \) can attain during the course of the epidemic.

- The mitigation factor \( M(t) \in [0,1] \) measures the relative reduction of \( R_0 \) due to behavioral changes, both voluntary and imposed by governmental interventions. It thus summarizes the effects of many different measures such as increased hand washing, face masks, ban of large gatherings, social distancing, school closures, closures of shops and restaurants, etc. Our model implements the function \( M(t) \) by a series of point mitigations, indicated by pairs of parameters for each change in mitigation: the date of the mitigation change \( t_j \) (with \( j = 1, 2, 3, \ldots \)) and the new mitigation strength \( M_j = M(t_j) \) for \( t_j \leq t < t_{j+1} \). (The last \( t_j \) is the simulation endpoint and appended automatically.)

- The seasonal amplitude \( \epsilon \) and the seasonal peak date \( t_{\text{peak}} \) describe the mitigation of virus transmission due to seasonal forcing. Similar to the influenza (flu) virus, many human coronaviruses are known to have a marked seasonal transmission pattern with a winter peak (in temperate climates of the northern hemisphere; Monto et al. (2020)). In our model, seasonal forcing is included via a cosine modulation of the effective reproduction number that is assumed independent of the mitigation factor \( M(t) \). In
contrast to the mitigation factor, which ought to suppress an imminent epidemic outbreak, the seasonal variability in transmission is independent of the virus outbreak dynamics. Seasonal effects are presumed to be driven both by behavioral changes (outdoor life in summer), and by the effect of the environment on the virus. Cool, dry environments have been associated with increased stability and transmissivity of coronaviruses (Kanzawa et al., 2020; Moriyama et al., 2020).

- Finally, the model includes an age-specific isolation factor $\zeta_\alpha$ that allows for age-dependent differences in the social contact rate. This functionality is currently not implemented in the model.

**Generation interval**  The so-called generation interval determines the time that elapses between the times of infection of two consecutive cases in the transmission chain. In the SEIR model, the distribution of the generation intervals follows from the times that each newly infected individual spends in the E and the I compartment. Both times are exponentially distributed, where

- the mean latency time $T_l$ measures the average time spent in compartment E,
- the average infectious period $T_i$ measures the average number of days an individual is infectious. Importantly, $T_i$ summarizes the pre- and post-symptomatic infectious periods (until patients go to quarantine), as well as the infectious time of asymptomatic individuals.

The expected generation interval follows from these times as

$$T_{GI} = T_l + T_i.$$  \hspace{1cm} \text{(6)}

**Relationship with daily increase in infections**  In the early stages of the epidemic, the number of infections in the $E$ and $I$ compartments grows approximately exponentially, increasing daily by the factor $\lambda$ (see also Ma 2020):

$$\lambda = \exp \frac{\sqrt{(T_l + T_i)^2 + 4T_lT_i(R_{\text{eff}} - 1)} - (T_l + T_i)}{2T_lT_i}. \hspace{1cm} \text{(7)}$$

The system approaches this daily increase if, for a few days, the effective reproduction number $R_{\text{eff}}$ remains constant. That means that there are no changes in $R_{\text{eff}}$ due to mitigation or seasonality, and the majority of the population is still susceptible ($\sum S_a/N \approx 1$).

In practice, deviations from Eq. (7) are expected due to stochastic effects, as well as imported infections which can play a significant role when case numbers are low.
Disease outcome parameters

Once the individuals leave the I compartment, they are “removed” from the epidemiological dynamics. However, the outcome of the disease - recovery or death - can differ strongly. In the model, this is included via the $Q$, $Q^H$, $Q^C$, $H$, $C$, $D$, $R^k$ and $R^u$ compartments. The dynamics between these classes is regulated by an additional set of parameters.

Outcome waiting times  All waiting times in the “outcome compartments” are exponentially distributed and assumed equal for all age classes (hence no age class index is used):

- $T_h$: mean time in $H$ (hospital days)
- $T_c$: mean time in $C$ (ICU days)
- $T_q, T_{qh}, T_{qc}$: mean time in $Q$, $Q^h$, or $Q^c$, respectively (quarantine days).

Outcome fractions  The I and C compartments allow for transitions to two or more compartments. Outcome fractions determine the relative proportions that take either route.

Depending on the severity of the individual disease, patients from the I compartment can transition into $H$ and subsequently to $C$ and potentially to $D$. The probability for each step depends on age and is given by

- $h_\alpha$: fraction of I individuals in age class $\alpha$ that go on to become hospitalized, either $H$ or $C$ (severe cases) and therefore progress to $Q^h$ or $Q^c$.
- $c_\alpha$: fraction of severe cases in age class $\alpha$ whose condition gets critical, $C$, and therefore require an ICU bed,
- $d_\alpha$: fraction of $C$ in age class $\alpha$ that become deceased, provided they receive ICU treatment. For patients who do not receive the required care due to ICU capacity overflow, $d_\alpha$ is inflated by a severity factor $s$. See more information about ICU overflow below.

For the $C$ compartment, the remaining fraction $1 - d_\alpha$ progresses to a normal hospital ward $H$. For the $I$ compartment, there are two further options ($Q$ and $R^u$) depending on whether the case is diagnosed and officially recorded.

Detection ratio ($\delta(t)$)  The parameter $\delta(t)$ is the time-dependent fraction of all infections that are detected and confirmed through testing and thus enter the official case records by the Austrian authorities. In the model, $\delta(t)$ controls the flow from the infectious ($I$) compartment: it is the fraction of individuals that proceed either to the hospital ($H$), or in mild/asymptomatic cases, to
quarantine \((Q)\). The complementary fraction \(1 - \delta(t)\) of infectious individuals remains unknown and proceeds to the recovered unknown \((R^u)\) compartment.

Since all hospitalized COVID-19 patients are assumed to have detected infections, \(\delta(t)\) must be at least as large as the overall hospitalization fraction,

\[
\delta(t) \geq \bar{h} = \frac{\sum_{\alpha} N_{\alpha} h_{\alpha}}{\sum_{\alpha} N_{\alpha}}.
\]

Before \(\delta\) is applied, it is converted to a detection ratio conditional on not being hospitalized, \(\delta' = \frac{\delta - \bar{h}}{1 - \bar{h}}\). The outflow from \(I_\alpha\) is then divided into fractions \(h_{\alpha} c_{\alpha}\), \(h_{\alpha}(1 - c_{\alpha})\), \((1 - h_{\alpha})\delta'\), and \((1 - h_{\alpha})(1 - \delta')\), which flow into \(Q_{\alpha}^c\), \(Q_{\alpha}^h\), \(Q_{\alpha}\) and \(R_{\alpha}^u\), respectively.

In the current version of the model, the detection ratio \(\delta(t)\) is not age-dependent. Age dependence in \(\delta(t)\) would only change the age distribution within the \(Q\), \(R^k\) and \(R^u\) compartments. Since all results presented in the application are sums over age categories, they are only sensitive to the overall \(\delta(t)\).

Crucially, in reality, increased testing efforts will not only improve our knowledge about the outbreak, but also help contain it through targeted and early isolation of infectious individuals. This is currently \textbf{not} explicitly included in the model: the individuals who do or do not get detected spend (on average) the same time being infectious \((I)\).

**Infection fatality ratio (IFR)** The infection fatality ratio refers to the probability of death from COVID-19 in the case of an infection. In terms of the transition rates of the model, the IFR of a randomly chosen infected person is

\[
\text{IFR} = \sum_{\alpha} \frac{N_{\alpha}}{N} \text{IFR}_{\alpha} = \sum_{\alpha} \frac{N_{\alpha}}{N} h_{\alpha} c_{\alpha} d_{\alpha}
\]

i.e., the infected person needs to make the transitions \(I \rightarrow Q^c \rightarrow C \rightarrow D\). Note that we assume age-independent attack rates (infection probabilities) for the derivation of the population-wide IFR from the corresponding age-specific ratios \(\text{IFR}_{\alpha}\). The IFR as defined here also does not include extra deaths due to ICU overflow (see below). In the interactive application, we also refer to IFR as population-wide mortality due to SARS-CoV-2 (severe acute respiratory syndrome coronavirus 2, \cite{WHO}) infection.

If the value of the mortality (IFR) is changed in the interactive application, this is achieved in the model by rescaling \(h_{\alpha}\) by the appropriate factor. We choose to rescale \(h_{\alpha}\), rather than \(c_{\alpha}\) or \(d_{\alpha}\), because while \(c_{\alpha}\) and \(d_{\alpha}\) can be inferred with fairly high confidence from case statistics, \(h_{\alpha}\) can only be inferred from random samples \cite{Lavezzo2020,Mizumoto2020}. In practice, estimates of \(h_{\alpha}\) typically depend on the ability to detect infected cases (detection ratio \(\delta\)).
ICU capacity and overflow  ICU capacity is an important constraint during the course of the epidemic. The model therefore includes a number

- \( C_{\text{ICU}} \): maximal number of ICU beds that are available to treat critical COVID-19 patients.

If the ICU capacity is exceeded, not all patients with ICU need can receive adequate care any more. This leads to an increased death rate for these patients, which is controlled by the parameter \( s \).

- \( s \): severity factor for ICU overflow. The probability that a critical patient dies is multiplied by \( s \) when required ICU care is not provided, \( d_{\alpha} \rightarrow s \cdot d_{\alpha} \).

If \( s \cdot d_{\alpha} > 1 \), we set \( d_{\alpha} = 1 \).

Excess death is incorporated into the model as follows:

\[
d'_{\alpha} = \frac{C_{\text{ICU}}}{\sum_{\alpha} C_{\alpha}} d_{\alpha} + \left(1 - \frac{C_{\text{ICU}}}{\sum_{\alpha} C_{\alpha}}\right) \min\{1, s \cdot d_{\alpha}\},
\]

where \( d_{\alpha} \) and \( \min\{1, s \cdot d_{\alpha}\} \) are the death rates of patients with ICU need, who do or do not have an ICU bed, respectively.

Optional 'locking' of IFR, detection ratio \( \delta \) and initial cases \( I_0 \)

If a user changes the number of infectious people in compartment \( I \) by some factor \( c \), but changes the outflow fractions from \( I \) to the “detected” compartments \( H \) and \( Q \) by the inverse factor, i.e.,

\[
I(t) \rightarrow c \cdot I(t), \quad h_{\alpha} \rightarrow h_{\alpha}/c, \quad \delta \rightarrow \delta/c,
\]

the model dynamics in all detected compartments (\( H, C, D, Q, R^k \)) remain unaltered. Furthermore, a change in the initial number of infected people, \( I(t_0) \rightarrow c \cdot I(t_0) \) leads approximately to a change of \( I(t) \) by the same factor during the entire early phase of the epidemic (as long as most individuals are susceptible and assuming \( E(t_0) = 0 \); otherwise \( E(t_0) \) also needs to be scaled).

We therefore enable optional locking of these three parameters in the simulator to allow for changes in the IFR while maintaining the fit of the observed data.

3 Data

The intention of the SEIR model is to explore disease dynamics under various assumptions on the model parameters. In this sense, the web application offers the freedom to choose arbitrary values for almost all parameters. In order to target model scenarios to the COVID-19 outbreak in Austria, however, parameters should be linked to the available data. For some parameters, such as demography, precise information is available, for others, such as infection fatality ratios, only plausible parameter ranges can be estimated. Finally, several
parameters such as the mitigation strengths can only be estimated by fitting
the SEIR dynamics to the documented case numbers. Below, we discuss our
data sources and estimation procedures in detail.

3.1 Demographic data

For Austria, we use the age-specific population sizes (census 2019 of Statistik
Austria - “Bvölkerung am 1.1.2019 nach Alter und Bundesland - Insgesamt”):

<table>
<thead>
<tr>
<th>Age-class</th>
<th>Austria</th>
<th>Burgenland</th>
<th>Carinthia (Kärnten)</th>
<th>Lower AT (NÖ)</th>
<th>Upper AT (ÖÖ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-9</td>
<td>855,419</td>
<td>25,142</td>
<td>48,898</td>
<td>159,465</td>
<td>150,469</td>
</tr>
<tr>
<td>10-19</td>
<td>862,277</td>
<td>27,164</td>
<td>53,326</td>
<td>168,420</td>
<td>150,381</td>
</tr>
<tr>
<td>20-29</td>
<td>1,134,471</td>
<td>29,224</td>
<td>60,867</td>
<td>187,627</td>
<td>186,579</td>
</tr>
<tr>
<td>30-39</td>
<td>1,203,124</td>
<td>34,971</td>
<td>68,129</td>
<td>206,546</td>
<td>196,146</td>
</tr>
<tr>
<td>40-49</td>
<td>1,209,216</td>
<td>41,701</td>
<td>74,569</td>
<td>234,138</td>
<td>196,756</td>
</tr>
<tr>
<td>50-59</td>
<td>1,382,468</td>
<td>49,207</td>
<td>93,267</td>
<td>276,998</td>
<td>235,381</td>
</tr>
<tr>
<td>60-69</td>
<td>989,286</td>
<td>40,518</td>
<td>72,921</td>
<td>195,636</td>
<td>168,069</td>
</tr>
<tr>
<td>70-79</td>
<td>779,997</td>
<td>27,522</td>
<td>55,508</td>
<td>158,118</td>
<td>123,065</td>
</tr>
<tr>
<td>80+</td>
<td>442,517</td>
<td>17,984</td>
<td>33,454</td>
<td>90,594</td>
<td>75,249</td>
</tr>
<tr>
<td>Total</td>
<td>8,858,775</td>
<td>293,433</td>
<td>560,939</td>
<td>1,677,542</td>
<td>1,482,095</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Salzburg</th>
<th>Styria (Stmk.)</th>
<th>Tyrol (Tirol)</th>
<th>Vorarlberg</th>
<th>Vienna (Wien)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-9</td>
<td>54,434</td>
<td>111,091</td>
<td>73,916</td>
<td>42,166</td>
<td>189,838</td>
</tr>
<tr>
<td>10-19</td>
<td>55,549</td>
<td>113,935</td>
<td>73,894</td>
<td>42,753</td>
<td>176,855</td>
</tr>
<tr>
<td>20-29</td>
<td>70,246</td>
<td>156,515</td>
<td>102,571</td>
<td>49,242</td>
<td>291,600</td>
</tr>
<tr>
<td>30-39</td>
<td>75,875</td>
<td>162,552</td>
<td>103,835</td>
<td>54,107</td>
<td>300,963</td>
</tr>
<tr>
<td>40-49</td>
<td>75,010</td>
<td>168,382</td>
<td>102,689</td>
<td>55,040</td>
<td>260,931</td>
</tr>
<tr>
<td>50-59</td>
<td>86,302</td>
<td>197,211</td>
<td>118,196</td>
<td>60,127</td>
<td>265,779</td>
</tr>
<tr>
<td>60-69</td>
<td>62,314</td>
<td>147,658</td>
<td>80,144</td>
<td>41,341</td>
<td>180,595</td>
</tr>
<tr>
<td>70-79</td>
<td>49,170</td>
<td>115,255</td>
<td>63,330</td>
<td>31,152</td>
<td>156,877</td>
</tr>
<tr>
<td>80+</td>
<td>26,321</td>
<td>70,453</td>
<td>36,130</td>
<td>18,279</td>
<td>74,053</td>
</tr>
<tr>
<td>Total</td>
<td>555,221</td>
<td>1,243,052</td>
<td>754,705</td>
<td>394,297</td>
<td>1,897,491</td>
</tr>
</tbody>
</table>

3.2 Epidemiological data

While some data to estimate the generation interval for the COVID-19 out-
break are available, estimates of the reproduction number rely on the observed
dynamics of the epidemic in different countries.

Reproduction number

We use the following parameter ranges and estimation procedures for the pa-
rameters that influence the effective reproduction number $R_{eff}$ (eq. 5a).
For the basic reproduction number $R_0$ of COVID-19, a wide range of estimates exists in the literature – depending on time, geographic location and estimation procedure. For the initial phase (January-February, 2020), estimates range from 1.4 to 6.5 (Liu et al., 2020; Park et al., 2020; Zhuang et al., 2020). Note that $R_0$ depends on the interaction networks of a society and will therefore plausibly differ between countries and regions. For this reason, we estimate $R_0$ from the Austrian case data, rather than fixing it to a predefined value derived for another location.

In particular, we choose the value of $R_0$ such that the daily increase in infections, Eq. (7), matches the reported daily increase in confirmed cases of about 30%, $\lambda \approx 1.3$. When using Eq. (7) for this purpose, we assume there was no mitigation/isolation active, take the value of seasonal reduction according to the scenario (below) from the 8th of March and use the values of $t_l, t_i$ discussed below.

Even more than $R_0$, the mitigation strength $M(t)$ strongly depends on governmental actions and behavioural patterns that are highly country-specific (see international mobility data). In our scenarios, they are thus either estimated from the case data, or deliberately chosen to design hypothetical scenarios (e.g., What would have happened without mitigation?). There is more prior knowledge on plausible mitigation dates $t_j$, in particular the lockdown in Austria on March 16 that led to a marked reduction in mobility (see Austrian mobility data). Therefore, we make use of these dates in the scenarios.

Seasonal amplitude: In our fitted scenario, we use $\epsilon = \{0, 0.1, 0.2\}$. The strength $\epsilon = 0.2$ for seasonality follows from the best estimate of Kissler et al. (2020). An upper estimate for the general seasonality of other coronaviruses in temperate climates (Monto et al., 2020) is $\epsilon = 0.5$. However, since COVID-19 has a higher effective reproduction number $R_{\text{eff}}$, its seasonality may rather be weaker (Baker et al., 2020).

Seasonal peak: We use $t_{\text{peak}}$ on 15th January, following the estimate from Kissler et al. (2020).

Isolation of age class $\alpha$: In our current scenarios, we do not include any isolation of age classes (i.e., $\zeta_\alpha = 1$ for all $\alpha$).

**Generation interval**

While the generation interval refers to the time between consecutive infection events, empirical data is usually rather available for the serial interval $T_{SI}$, which measures the time between the onset of symptoms of two consecutive (symptomatic) cases in a transmission chain. International estimates of $T_{SI}$ range from about 4 (Du et al., 2020) to over 7 days (Lavezzo et al., 2020), with a large credible dataset supporting $T_{SI} = 6$ (He et al., 2020). Through time, as testing and/or awareness increase, serial interval shortens (He et al., 2020).
For Austria, AGES (Austrian Agency for Health and Food Safety) reports an expected value of 4.46 (Richter et al., 2020). The empirically estimated serial interval only accounts for recorded cases. Considering also unrecorded cases that do not quarantine, the generation interval is plausibly a bit longer. Based on our default estimates for $T_l$ and $T_i$ (see below), we obtain an expected generation interval of $\bar{T}_{GI} = T_l + T_i = 3 + 3 = 6$ days.

## 3.3 Disease outcome data

### Outcome fractions

The transition probabilities between compartments (I: Infected, H: Hospitalised, C: Critical, D: Deceased) are based on estimates by Salje et al. (2020, for uniform attack rates across age classes). They also utilize data from the Diamond ship (Mizumoto et al., 2020) to remove the dependency of the $I \rightarrow H$ transition ($h_\alpha$) on the detection ratio $\delta$. We adjust the transition probabilities to be consistent with the Austrian case fatality ratio (CFR) per age-class and the overall infection fatality ratio (IFR) of 0.7%. The age-structured adjustment is also informed by Spanish and German data (MISAN, 2020; Schilling et al., 2020), and implicitly includes patients from care homes (excluded in Salje et al. 2020).

<table>
<thead>
<tr>
<th>Age group</th>
<th>$h_\alpha$</th>
<th>$c_\alpha$</th>
<th>$d_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-9</td>
<td>0.1</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>10-19</td>
<td>0.2</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>20-29</td>
<td>1</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>30-39</td>
<td>1.8</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>40-49</td>
<td>2.5</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>50-59</td>
<td>4</td>
<td>22</td>
<td>15</td>
</tr>
<tr>
<td>60-69</td>
<td>7.3</td>
<td>32</td>
<td>30</td>
</tr>
<tr>
<td>70-79</td>
<td>12</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>80+</td>
<td>30</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

### Waiting times

The mean waiting times are ultimately fitted to our model to give the best fit (see below). The values are in a good agreement with existing literature.

- $T_l = 3$, *mean latency time*, i.e., time from getting infected but becoming infectious. The latency time must be shorter than the incubation period (time before symptoms appear), which is around 4 days (Böhmer et al., 2020; Guan et al., 2020) to 5 days (Lauer et al., 2020). See the discussion of the generation interval above for further references.

- $T_i = 3$, *mean time when infectious* consists both of the pre-symptomatic and symptomatic phase for symptomatic patients. We assume that the
pre-symptomatic phase on average about two days long (Hu et al., 2020; Zhang, 2020) and that the symptomatic phase when SARS-CoV-2 infected patients are still infecting the population is about one day. The infectious time is known to decrease during the course of the epidemic due to increasing awareness (Bi et al., 2020; Zhang, 2020; He et al., 2020). However, we neglect the longer infectious time in the early days of the epidemics, as the early data cannot be closely fitted due to under-reporting. Since there is no good data concerning the infectious time of asymptomatic carriers known to us, we assume the same values as for symptomatic patients. The asymptomatic proportion of about 50% (Lavezzo et al., 2020) therefore does not currently enter the model, although it does provide a bound to the I→H rate ($h_\alpha$, above).

- $T_h = 11.5$, mean time in hospital summarizes the time in a normal hospital bed before recovery or transfer to an ICU. Literature estimates are around 12 days (Sanche et al., 2020; Zhou et al., 2020; Guan et al., 2020) or slightly shorter for COVID-19 patients who die (Zhou et al., 2020).

- $T_c = 6.5$, mean time in critical care, ICU. This time is fitted to ICU data and is in good agreement with Zhou et al. (2020), who report a mean time of around 7 days.

- $T_q = 10$: mean time in quarantine until a test for SARS-CoV-2 comes negative. We are not aware of existing estimates, but it appears reasonable to assume that it is slightly less than the time to recovery for the severe cases, $T_h = 11.5$.

COVID-19 detection and fatality ratios

Infection fatality ratio (IFR) Estimates of the IFR for COVID-19 from epidemiological models and serology studies vary widely. There are several reasons for this large variance and the high level of uncertainty.

- The true number of COVID-19 deaths (the numerator of the IFR) is uncertain and numbers from different countries often cannot easily be compared. In some countries (such as China and Iran), the official numbers of deaths cannot be trusted (Bessis, 2020), while in other countries only hospital deaths are counted and/or suspected COVID-19 deaths with a lacking PCR (polymerase chain reaction) test validation remain unrecorded. Furthermore, estimates from excess mortality may also include deaths that are not (or not directly) related to COVID-19.

- The true number of infections (the denominator of the IFR) is even more difficult to obtain. Due to limited testing capacity and a large fraction of asymptomatic cases, the official number of recorded cases is usually much smaller than the number of true cases. Consequently, the ratio of known deaths to known cases, or case fatality ratio (CFR) overestimates the IFR.
The best estimates of true case numbers rely on serology studies in regions with high prevalence, although it should be noted that infections do not necessarily generate antibodies.

- The strong dependence of the IFR of COVID-19 on age and health status, as well as large differences in disease prevalence, make it very difficult to compare IFRs among countries and groups of people. For example, the Italian population is on average older than the Austrian one, while the population of New York City is younger. Within countries, samples need to be carefully designed to avoid spurious correlations.

In a Scientific Brief from August 4th, the WHO estimates worldwide IFRs between 0.5% and 1.0% (WHO, 2020a). Estimates for single countries and regions include the following [with 95% CI]:

- The largest serology survey to date, with more than 100,000 participants from across the UK, dating July 13, reports a country-wide immunity level of 6% (Ward et al., 2020). Based on these data, the REACT2 study team reports a country-wide IFR of 0.9% [0.86%; 0.94%] excluding care homes and an IFR as high as 1.58% [1.51% 1.65%] if excess rather than COVID-specific deaths are used and care home deaths are included.

- An earlier large serology survey with more than 60,000 participants from across Spain, dating May 13, reports a country-wide immunity level of 5% (Centro National de Epidemiología, 2020). Based on these data, a study by the Spanish ENE-Covid group from August 7th (preprint) reports a country-wide IFR outside nursing homes of (95% CI) 0.83% [0.78%; 0.89%] if only confirmed deaths are included. Based on total excess mortality, this increases to 1.07% [1.00%; 1.15%] (Pastor-Barriuso et al., 2020).

- Two regional serology studies from Switzerland report IFRs of 0.64% [0.38%; 0.98%] for Geneva as of June 2nd (Perez-Saez et al., 2020) and 0.6% [0.4%; 0.8%] for the Canton of Zurich end of May (Emmenegger et al., 2020).

- An early small regional serological study from the heavily affected Heinsberg region in Germany reported an IFR of 0.36% [0.29%; 0.45%], based on 7 deaths at the time of assessment in the community of Gangelt (Streeck et al., 2020) (as of July 1st, the number of deaths has increased to 12).

- A modeling study combining French data with infection and fatality rates from the Diamond Princess cruise ship estimates an IFR of 0.53% (±0.2%) for France (Salje et al., 2020).

- Modeling results of the Imperial College COVID-19 Response Team on the state of the epidemic in the United States (May 21) estimate IFRs to vary across states between 0.7% and 1.1% (Unwin et al., 2020). Differences are mainly due to variation in age structure.
Based on an SEIR model, Hauser et al. (2020) report IFRs for Hubei, China 2.9% [2.4%; 3.5%] and 6 European regions, ranging between 0.5% and 1.4%.

Another model based on CFRs, corrected for testing capacities, estimates worldwide IFRs in 139 countries with an average of 1.04% (ranging from 0.77% to 1.38%) (Grewelle and De Leo, 2020).

A recent meta-analysis of 25 studies from PubMed and MedRxiv on the IFR until May 21st reports an average IFR of 0.64% (in [0.50%; 0.78%]) (Meyerowitz-Katz and Merone, 2020).

On August 20st, the gross death rate in New York City due to COVID-19 derives to 23 639/8 400 000 = 0.28% (including probable COVID-19 deaths, but not including excess mortality) (New York Health Dep., 2020). The gross death rate is highest for The Bronx, at 0.35%. These values represent strict lower bounds for the regional IFR. Antibody tests point to immunity levels of 25−40% in NYC (Kim, 2020), consistent with an IFR of around 1%. An estimate of 0.85%, based on data from April 22 may be found in another preprint (Wilson, 2020).

Austria

The only published estimate of an IFR for Austria (to our knowledge) is based on an SEIR model and relies on data from the early outbreak in March and April. Hauser et al. (Hauser et al., 2020) report 1.1% (95% CI 0.8, 1.3) using data up to April 11th.

As of August 20, Austria has reported 24 236 confirmed SARS-CoV-2 infections and 724 COVID-19 deaths according to the Gesundheitsministerium (Austrian Health Ministry, 2020), corresponding to a formal CFR of 3%. Of the confirmed cases, 2609 cases are still active, which may lead to a undercount of deaths. More importantly, the reported cases represent only a fraction of the true cases. This fraction is unknown and there are only rough estimates.

In early April, a SORA PCR random study estimated 28 500 (95% confidence interval [10 200, 67 400]) infected and PCR detectable individuals in Austria (excluding hospitals) (Ogris et al., 2020). This number should be compared with ~ 8 000 known active cases outside of the hospitals at the same time. This evaluates to a formal detection ratio $\delta$ of 28%, with a large confidence interval [12%; 78%]. Imperfect sensitivity of the test (leading to false negatives) and reporting delays for the number of recovered people lead to an upward bias of these numbers, while low specificity (false positives) leads to a downward bias. For a maximal plausible deviation due to testing errors, SORA assumes 50% sensitivity and perfect specificity, leading to an additional factor of 2 in the estimated disease prevalence and $\frac{1}{2}$ for the detection ratio.
A second PCR study by Statistik Austria up to April 24 resulted in an upper limit (95% CI) of 10,823 infected individuals (older than 16 and excluding hospitals), which should be compared with ~2,200 known active cases outside of the hospital older than 16 at the same time. No point estimate was reported, but the result is broadly consistent with the SORA study (with 20% as lower limit for the detection ratio in April).

Imperial College COVID-19 Response Team et al. (2020) estimate that on May 4th, 0.76% of the Austrian population (~67,300 people) had been infected. With 15,630 detected cases on the same date this evaluates to an average δ of 23.2% by this date.

The detection ratio δ(t) during the epidemic is not a constant, but increases with increasing awareness, increased PCR testing capacities (in particular in March and April) and increasing contact tracing to detect also asymptomatic cases (in particular in the later phases in May and June). Indeed, an antibody study in the heavily affected Tyrolian community of Ischgl (data collected between April 21st and 27th) with many infections as early as February resulted in an immunity level of 42% and a ratio detection ratio of 15% at the lower end of the confidence interval derived above. Increased testing led to a sharp decline in the proportion of positive PCR tests in April, from >15% to <1% (Roser et al., 2020). Subsequently, testing and tracking of infection clusters was improved. It appears plausible that by July/August most symptomatic cases and a share of asymptomatic cases are being detected.

Weighting all the evidence, we arrive at a plausible value around 0.7% for the IFR in Austria. With this value, the fit to the case and death data implies a detection ratio δ of 15% for the initial phase of the epidemic (until the end of March), in accordance to the observations from Ischgl. After this phase, we assume that the detection probability gradually (in the model: linearly) increases and reaches 47% by May 18th.

While these are the default values used in our scenarios, we stress that they come with a large uncertainty. A “true” IFR between 0.3% and 1.1% (with corresponding initial δ between 6.4% and 23.6% until end of March) appears to be possible. It is left to the user to adjust these values.

ICU overflow and excess death rate An unmitigated, fast-spreading epidemic in a population without prior immunity readily leads to more than 10% of the total population being simultaneously infected and imposes extreme strain on any health care system. For COVID-19, this holds, in particular, for the ICU wards, because many patients with severe symptoms require long-term intensive care. In the past months, the health system in several regions (New York, Madrid, London, Alsace) has been pushed to its limits. In two regions (Wuhan and Bergamo) it has been temporarily overwhelmed. The gross death rate related to SARS-CoV-2 in the Bergamo province has been estimated from
excess mortality (until May 9) as 0.58% (Modi et al., 2020). For all of Italy, Grewelle and De Leo (2020) estimate an IFR of 1.91% (reflecting a high CFR despite high testing rates). Preliminary data from a large-scale serology study point to country-wide antibody levels of only 2.5% (ISTAT, 2020), consistent with a high IFR $\gg 1\%$.

Based on Gesundheitsministerium data, we assume that the maximal ICU capacity for COVID-19 patients is around $ICU_{capacity} = 1000$. However, the number of total ICU beds has been decreasing over the course of epidemic from about 1200 ICU beds (early) to < 800 beds (end of June).

We assume that the severity factor is around $s = 2$, i.e., the death rate doubles for critically ill patients who require intensive care, but cannot receive it because the ICU capacity is exceeded. This seems plausible, considering the high estimates of the Italian IFR.

3.4 Case data

We use data from two official webpages of the Austrian Ministry for Social Affairs, which we refer to as:

- Sozialministerium (SM) website and
- Gesundheitsministerium (GM) website.

The scraping of the two websites is done by running ‘Scraping_ministry_new.ipynb’, which can be found in the data folder of the GitHub repository, together with all the files mentioned below.

SM website

This scrapes complete Bundesland-specific data from this website, which:

1. are stored daily as presented in the webpage (in folder ‘sozialministerium_daily’).
2. are used to update the files ‘confirmed.csv’, ‘deaths.csv’, ‘recovered.csv’, ‘all_hospitalized.csv’, ‘icu_hospitalized.csv’, ‘tested.csv’.
3. are used to update the ‘whole_country_data.csv’ (used for whole-country fitting, see below for more details).
4. are used to update Bundesland-specific data (‘BundeslandName.csv’) for all categories above (used for Bundesland-specific fitting).

Some notes on SM data:
• These are not back-updated data. This means that once a day has passed, its data remains constant. Back updating would be typically applied in cases such as a sample that was taken on day x but its positive diagnosis is submitted to the authorities on a later day x + y. This would give a sampling date-based data set, e.g., where incidences at current time are underestimated. Then the positive cases from day x would have to be incremented based on information received on day x + y (back-update).

• If the code is run more than once daily the content is not modified, since the webpage is only updated once a day (at 09:30, except for 'confirmed', which is updated at 08:00 and 15:00, but we try to consistently get data from 08:00).

• Bundesland-specific data for ‘tested’ were not available until 15.04, so data in ‘tested.csv’ are available from 2020-04-15.

• Some Bundesländer do not update the data on some days, which is indicated with a ‘+’ on that particular date. For example, ‘172+’ means that on the previous day there were 172 cases and that the data for that day will be incorporated into the following’s (e.g., data for Vienna on 01-06-2020).

GM website

This scrapes data from CSV files provided on the dashboard, which:

1. are stored daily as extracted (in folder ‘gesundheitsministerium_daily/[date]’).
2. are used to update the back-updated data for ‘confirmed’, ‘deaths’ and ‘recovered’ (using ‘Epikurve.csv’, ‘TodesfaelleTimeline.csv’ and ‘Genesen-Timeline.csv’) in ‘whole_country_data.csv’ (used for whole-country fitting, see below for more details).
3. are used to append the daily back-updated ‘confirmed’, ‘deaths’ and ‘recovered’ (corresponding to columns d, e, f of ‘whole_country_data.csv’ - see below) to ‘reporting_delay_confirmed.csv’, ‘reporting_delay_deaths.csv’ and ‘reporting_delay_recovered.csv’, respectively. These data are used to estimate the delay in reporting of all three categories.
4. are used to update other files: ‘ageDistrib_confirmed.csv’, ‘ageDistrib_deaths.csv’, ‘ageDistrib_deathsPer100000.csv’, ‘districts.csv’, ‘sexProportion_confirmed’, ‘sexProportion_deaths’. For each is ‘[nameOri]: explanation’, where nameOri.csv is the name of the file as downloaded from the GM website with the ‘CSV download’ option):
   • ageDistrib_confirmed.csv (Altersverteilung): distribution of ages of confirmed cases
• ageDistrib_deaths.csv (AltersverteilungTodesfaelle): distribution of ages of deaths
• ageDistrib_deathsPer100000.csv (AltersverteilungTodesfaelleDemogr): distribution of ages of deaths (per 100 000 inhabitants)
• districts.csv (Bezirke): confirmed per district (in absolute numbers)
• sexProportion_confirmed.csv (Geschlechtsverteilung): proportion of sexes of confirmed
• sexProportion_deaths.csv (VerstorbenGeschlechtsverteilung): proportion of sexes of deaths

Notes on GM data:

• If the code is run more than once daily the content is updated.

On ‘whole_country_data.csv’

Data used for whole-country fitting. Description of the columns in ”whole_country_data.csv” file:

1. Data from SM (not back-updated) in: ‘confirmed_nobackupd’, ‘deaths_nobackupd’, ‘recovered_nobackupd’, ‘all_hospitalized’ (a), ‘icu_hospitalized’ (b), ‘tested’ (c)
2. Data from GM (back-updated): ‘confirmed’ (d), ‘deaths’ (e), ‘recovered’ (f)

For whole-country fitting, we use a, b, c (not back-updated) and d, e, f (back-updated).

Note that even the back-updated data suffer from a reporting delay. First, the daily reports summarise the events of the previous day. Second, the cases are dated to when a positive test result was obtained, not to when the test was administered, or when the patient was identified and quarantined. We account for this delay in the model by shifting its output appropriately – see Sec. 3.5.

3.5 Solving and fitting the model

The ODE system in equations (1) is numerically solved using the default initial value problem solver (RK45) of the Python SciPy library (Virtanen et al., 2020) via the scipy.integrate.solve_ivp function. Two procedures have been implemented. First, an explicit solution of the full model with age-specific ODEs. Second, in the special case of a temporally stable age distribution in all nonterminal compartments, we speed up the computation by solving the ODEs after summing over the age classes. Age distributions in each compartment can be derived from the stable distribution in a separate step. This is possible because
our model assumes age-independent attack rates and initial distribution of infected individuals, which corresponds to the overall age distribution. To get the cumulative number of confirmed cases from the data and the model dynamics, we take the sum $R^k + Q + Q^h + Q^c + H + C + D$.

Accounting for reporting delay. Before fitting the model to the data, or displaying it in the interactive application along with the data, we account for the reporting delay in the data. This is done by shifting selected compartments in the model output forward in time by a suitable number of days. Specifically, the $Q^s$, $H$, $C$ and $R^k$ compartments, as well as the cumulative confirmed cases, are shifted forward by 2 days. This is because new cases are typically reported with the day of a positive test result, and therefore at least two days after the patient is identified and isolated (and therefore leaves the $I$ compartment). The $D$ compartment (which is back-updated) and all the remaining compartments (i.e. the individuals who have not been infected, or have not been detected) are not shifted.

The parameter fit is a heuristic process, not fully automatized. Most parameters are informed primarily by the literature, as described above. The following automatic method was implemented to aid this heuristic approach. We minimise the cost function

$$F = \sum_{\alpha, t} w_\alpha \frac{(y^\ast_{\alpha, t} - y_{\alpha, t})^2}{(y^\ast_{\alpha, t} + y_{\alpha, t})},$$

(10)

where $y^\ast_{\alpha, t}$ is the data point on day $t$ for the compartment

$$\alpha \in \{\text{Confirmed cases, Hospitalized, Critical, Deceased}\}$$

and $y_{\alpha, t}$ is the corresponding model prediction. Recovered cases are not used for the fit as we consider that even the detected (known) recovered cases are under-reported in the data, especially in the early days. Dividing the squared difference by the mean value is loosely inspired by Poisson noise. The weight $w_\alpha$ is chosen to be $w_\alpha = 0.1$ for Hospitalized patients, $w_\alpha = 0.3$ for Confirmed cases and $w_\alpha = 1$ otherwise. This reflects the fact that confirmed cases and hospitalizations are the most numerous, but not necessarily the most reliable. After this correction, the time-series of (more numerous) confirmed cases has a similar weight to the time-series of the deceased, while counts of hospitalised patients are assumed to be less reliable. In addition, we discard data points with low case count (Threshold 100 for confirmed cases and 10 for $H$, $C$, $D$ compartments). The cost function $F$ is minimized using the Nelder-Mead method implemented in Python SciPy’s minimize function. Due to high dimensionality of the problem, we minimize $F$ with respect to subsets of parameters at a time (see also scenario 1 below).
4 Application

On this page, we apply the simulation model to several basic scenarios for the spread of the disease and briefly discuss what we can (and cannot) learn from these scenarios for the actual outbreak in Austria.

4.1 Scenario 1: Best fit for Austria

A canonical use of the simulator is to try and fit the model to the Austrian case data for people with a detected infection, patients in hospital and ICU wards, and the recorded COVID-19 deaths. We provide three such "best fit" scenarios with our simulator, for different assumptions on the effect of seasonality on the spread of the virus. Below, we briefly discuss the main steps of the fitting procedure and the results of the simulations.

Fitting of $R_{eff}(t)$ and other parameters

In a first step, we match the initial $R_0$ to the $\sim 30\%$ daily increase ($\lambda \approx 1.3$) in case data that was observed in Austria prior to the lockdown. Assuming an IFR of 0.7% and using estimates for transition rates and waiting times from the literature (see above), we then focus on the fit of the initial number of infected cases $I_0$ and a single mitigation step at some time $t_1$. Consistent with the Austrian lockdown, our estimate of $t_1$ indicates a change in $R_{eff}$ around March 16th ($\pm 1$ day). We also adjust the waiting times for the best fit, keeping the generation interval to $T_{SI} = 6$ ($T_l = 3, T_i = 3$). At first, we assume a step change in the detection ratio $\delta$, increasing at some point in late spring.

Next, we include a total of four switch-dates for changes in mitigation. We fix the first mitigation date $t_1$ on March 16th, as already mentioned above. The second and third switch dates $t_2$ and $t_3$ parameterize the relaxation of the lockdown starting on May 1st (opening of shops, gradual relaxation of gathering and travel). The second and third switch-point are only two weeks apart and reflect fast increase in the virus transmission as the rules were relaxed: the third switch point $t_3$ is fitted to May 15th. The fourth switch-point $t_4$ is fitted to July 22nd, and accounts for slightly reinforced measures (such as mask wearing and renewed travel restrictions).

Finally, we fit all four mitigation strengths together with the time-dependent detection ratio $\delta(t)$. The estimated detection ratio is 15% before April 1st, linearly increasing to 47% from May 18th. This is consistent with the changing numbers of of COVID-19 tests and the positivity ratio. We re-adjust the waiting times in the various compartments, notably the times at hospital and at the critical care – and the quarantine times before admission.
Seasonality

We explore three basic amplitudes: no effect ($\epsilon = 0$), weak ($\epsilon = 0.1$) and moderate seasonality ($\epsilon = 0.2$). The rationale for these values is explained in Section 3.2 above.

Without seasonality ($\epsilon = 0$), the fitting procedure described above leads to values of the basic reproduction number $R_0$ between 3.2 and 3.33 (depending on seasonality) and reproduces the approx. 30% daily increase in case data that was observed in Austria prior to the lockdown. As described above, we include four switch-dates for changes in mitigation. Given these dates, we estimate values for $R_0$ and for mitigated values $R_i$ as shown in Table 1.

Table 1: The table shows the basic reproduction number $R_0$ and the mitigated reproduction numbers $R_i = R_0(1-M_i)$ after the $i^{th}$ switch point. Rows correspond to different strength of the seasonal effect.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$R_0$</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
<th>$R_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.2</td>
<td>0.58</td>
<td>0.67</td>
<td>1.14</td>
<td>1.03</td>
</tr>
<tr>
<td>0.1</td>
<td>3.26</td>
<td>0.60</td>
<td>0.73</td>
<td>1.25</td>
<td>1.16</td>
</tr>
<tr>
<td>0.2</td>
<td>3.33</td>
<td>0.62</td>
<td>0.82</td>
<td>1.39</td>
<td>1.32</td>
</tr>
</tbody>
</table>

With seasonality, the basic reproduction number $R_0$ for the best fit increases. This is because seasonality reduces the effective reproduction number $R_{eff}(t)$. Hence, for any observed growth of the infections, the underlying $R_0$ must increase to compensate this effect. We derive $R_0$-values for all seasonal scenarios such that the initial daily increase in the cumulative number of infected cases stays at 30%.

We then fit all mitigations jointly for the different seasonality strengths ($\epsilon$) using the best fit in the absence of seasonality for all other parameters. The results for the mitigated reproduction numbers $R_i$ are summarized in Table (1). Note that these values only reflect the effects of governmental interventions and behavioral changes in response to the virus, but not the effects of seasonality and of emerging immunity from recovered individuals.

For all levels of seasonality, the initial number of infectious cases is estimated to $I_0 = 490$ on March 1st, 2020. Detection ratio increases from an early estimated value of $\delta = 15\%$ to current 47%.

In our scenarios, we have assumed four switch-points for the effect of mitigation measures and adjusted the date and strength of these changes to the case data accordingly. Note that this does not mean that the reproduction number has changed only at these points in time (see also our R-Nowcasting page). However, if more switch-points are assumed, the signal from the available data is still too weak for an accurate parameter estimate. We invite the user to explore the effects of further switch-points.
Infection fatality ratio (IFR) and detection ratio

In contrast to the reproduction number parameters, the mortality of COVID-19 cannot be estimated from the case data. The reason is that the IFR = deaths / cases, has the true number of infections in the denominator, which however depends on the probability that these cases are detected and included into the official records. This detection ratio ($\delta(t)$) is not well known and can only be roughly estimated. From two Austrian PCR surveys (SORA and Statistik Austria), an antibody study at Ischgl and a range of international studies, we arrive at plausible values of 0.7% for the IFR and 15% for the detection ratio during the early phase of the epidemic (until April 1$^{st}$). With increased testing and contact tracing, a much higher proportion of infections was detected at later stages of the outbreak, as evidenced by a sharp decline in the percentage of positive PCR tests. This is included into the model as a linear increase of the detection ratio until May 18$^{th}$, where it reaches 47% in the best-fit scenario. However, these values come with a large uncertainty and a “true” IFR between 0.3% and 1.1% (initial $\delta$ between 6.4% and 23.6%) appears to be possible. See the documentation and the Scope & Limits section for further arguments and references.

Results: Outbreak dynamics

The outbreak dynamics with different levels of seasonality $\epsilon$ are shown in the following figures.

The bottom panels of Figures 1, 2, 3 show how the effective reproduction number $R_{eff}(t)$ changes over the same time scale for the seasonal scenarios. In particular, we see which factor contributes most strongly to the reduction of the maximal level of transmission (corresponding to the fitted $R_0$).

We see that the estimated level of current mitigation ($R_4$) is sufficient to keep the virus largely under control in the absence of seasonality ($\epsilon = 0$, Figure 1). Although new infections continue to occur, there is no stress on the health system and the total number of COVID-19 deaths in Austria remains moderate. The population-wide level of “herd” immunity due to people who have recovered from the disease remains very low throughout.

A contrasting outcome is obtained under the assumption of moderate seasonality ($\epsilon = 0.2$, Figure 3). In this case, the current low level of transmission is partially due to the seasonal effect rather than due to behavioral changes. Assuming that the behavioral pattern remains constant, the total mitigation proves insufficient in winter and a second wave of infections is triggered. Since our model does not include a (likely) response to this wave in terms of reinforced mitigation measures, we see a steep increase in the number of infections and deaths until the further spread is eventually stopped by a combination of emerging immunity, seasonal effects and behavioral mitigation.

Finally, the case of weak seasonality ($\epsilon = 0.1$, Figure 2) produces a “weak second wave” that does not overwhelm the health system, but still leads to
more than a million of infections by summer 2021 in the absence of changes in behavior – or a vaccination.

4.2 Scenario 2: Epidemic spread without (or with insufficient) mitigation

The use of the SEIR model is not limited to the attempt to provide best fits to actual case data. It can be equally instructive to explore hypothetical scenarios. A natural reference scenario in this sense addresses the question: What would happen without any mitigation due to either governmental interventions
or spontaneous behavioral changes by the population in response to the disease? Or, to rephrase the question: What would happen if we deal with COVID-19 in the same way as we deal with a normal flu season – only without the possibility of vaccination and without acquired (partial) immunity?

To address this question, we maintain all parameters of the "best fit" model described in Scenario 1 (including the initial conditions), but discard all mitigation steps. For simplicity, we focus on the case of no seasonality. In this case, the epidemic continues to grow with its initial rate (corresponding to $R_0 = 3.2$) until it is stopped by emerging herd immunity. As in Scenario 1, we assume a default infection fatality ratio (IFR) of 0.7%. The resulting outbreak dynamic is displayed in the Figure 4.

Figure 4: Epidemic dynamics without mitigation

We see that the disease quickly overwhelms the health system and especially the ICU capacities. At the peak of ICU need, more than 28 000 patients simultaneously require intensive care, while only around 1 000 ICU beds are available in Austria.

As a consequence, a large majority of critical cases are not able to receive intensive care. Note that this effect is rather robust with respect to the number of available ICU beds. If instead of 1 000 there were 2 500 ICU beds available for COVID-19 patients (a theoretical upper bound when all Austrian capacities would be used for this purpose), the percentage of patients who can obtain adequate intensive care still remains low.

Our model assumes that this catastrophic overflow increases the death rate for all patients who cannot receive adequate care. Our scenario calculations use
an “ICU overflow severity factor” of 2 (corresponding to an increased average IFR of 1.4% for these patients). This way, we obtain more than 112 000 COVID-19 deaths by the end of the epidemic.

As a variation of the above “no mitigation” scenario, we can further ask what happens if governmental interventions and spontaneous behavioral changes do lead to a limited reduction of virus transmission, measured as the mitigated reproduction number $R_1 = R_0(1 - M_1)$, where $M_1$ is the mitigation strength that was achieved. Figure 5 explores this (in terms of the total number of expected deaths) for an assumed mitigation start date on March 16th for three different baseline IFRs, at 0.3%, 0.7%, and 1%. We assume a severity factor of 2 for ICU overflow in all cases.

![Figure 5: Total number of deaths over $R_1$, for different IFRs in the unmitigated scenario.](image)

As expected, the results show a linear dependence of the total number of deaths on the assumed IFR. In contrast, the dependence on $R_1$ is highly non-linear with a threshold behavior at $R_1 = 1$. Once $R_1$ is clearly and consistently larger than 1, the death toll of the disease is unavoidably catastrophic.

For $R_1 = 1.3$ or larger, the death toll is in the order of tens of thousands, even if the infection fatality ratio IFR is as low as 0.3%. The reason is that in all these cases a large part of the Austrian population would get infected within a short period. Herd immunity will eventually stop the pandemic, but this will only happen after a period of extreme stress on the health system.

As an example, consider $R_1 = 1.7$. In this case, more than 2/3 of the population (more than 6 million Austrians) get infected within half a year.
Note that this number is larger than the nominal herd immunity level $1 - 1/R_1$ (about 41% for $R_1 = 1.7$) that stops the spread of a new epidemic. An ongoing epidemic stops later since new infections still happen while the total number of infections declines (so-called *infection overshoot*). This again necessarily leads to severe ICU overflow, where a large majority of cases will not be able to receive intensive care. The death toll therefore reaches almost a level of twice the baseline IFR times 6 million (36 000 to 120 000 deaths in the IFR range considered).

A recent article in Nature by Flaxman et al. (2020) estimated that the lockdown in Austria saved between 40 000 and 85 000 lives by early May. These numbers are entirely in line with our hypothetical “no mitigation” model. Importantly, these model estimates are not meant to predict the real course of the disease, but depend on the assumption of a constant mitigation level. Accumulating deaths and a stressed health system almost necessarily lead to governmental interventions and spontaneous behavioral changes by the population, as seen in many countries with large initial case numbers.

Instead, the scenario refutes claims that COVID-19 is comparable to seasonal flu and shows that significant mitigation measures, driving $R_1$ below 1, are unavoidable.

It also reveals that a strategy of insufficient mitigation, based on a hope that herd immunity will bring the pandemic to a halt, leads to a catastrophic death toll. This is expanded in more detail in *Scenario 3*.

### 4.3 Scenario 3: Herd immunity strategy

Herd immunity has been considered by some as a potential exit strategy from the epidemic. To achieve herd immunity, a substantial fraction of the population must gain immunity – which, in the absence of immunisation by a vaccine, requires contracting and overcoming the disease. To avoid serious healthcare overload which would increase mortality, this large number of infections must be spread out over a sufficiently long period of time. A natural question to ask is: What is the shortest time in which it might be feasible to achieve herd immunity, without overloading the healthcare system?

In Fig. 6, we show a scenario where the mitigation measures are as limited as possible – to allow the development of herd immunity, while still preventing ICU overload. In practice, implementing such measures would be difficult due to stochasticity and uncertainty about the outbreak at any given time. For this reason we require that in our deterministic model, the number of critical COVID-19 patients at any given time is at most 750 – less than the total ICU capacity of 1 000. Given the fraction of infected individuals who require critical care, and the assumed average of $T_c = 6.5$ days in ICU, this constraint translates to at most 6 600 new infections per day. All other parameters are assumed to be the same as in the “best fit” scenario above, with no seasonal effects.

As shown in Fig. 6, herd immunity would under these constraints be achieved
Figure 6: Outbreak dynamics in Austria in a scenario where herd immunity is achieved without overloading the intensive care unit.

in late 2022 – early 2023. By the time that the epidemic subsides, about 6.5 million people have overcome the disease (73% of the population), while about 2.3 million remain susceptible. Given the IFR of 0.7%, around 45,700 people would die of COVID-19. Throughout the process, especially in the early stages when most of the population is still susceptible, strong mitigation measures are necessary to prevent the epidemic from further growth. Early on, mitigation as strong as $M = 68\%$ is necessary, but this can be gradually relaxed, with complete lifting possible in late 2022.

The healthcare load, as well as the number of deaths, could be reduced if the most vulnerable groups were specifically isolated. This is not included in the scenario.

4.4 Scenario 4: Impact of lock-down timing (sensitivity analysis)

Upon pressing the “Recompute” button, the SEIR simulator derives a model output (curves for number of cases in each category, total number of deaths, etc.) from a set of input parameters, including the reproduction number $R_0$, mitigation strengths and times, and the transition probabilities and times between the model compartments. This points to another key usage of the SEIR simulation app – beyond fitting and the construction of purely hypothetical scenarios: providing a tool for the user to explore how (small) changes in the input parameters change the output.

In mathematical modeling, an analysis of this kind is called “local sensitivity
analysis”. It is used (among other things) to assess the relative importance of certain input parameters for the model output. As an example, we will consider here two output quantities: the peak ICU need and the total number of COVID-19 deaths by August 31st, 2020. We study how these quantities depend on two key input parameters, the timing of the lockdown (the first mitigation switch-point) and the timing of the relaxation of lockdown measures (starting with the second mitigation switch-point) that we have used in our “best fit” scenarios. All other parameters are kept constant, including, in particular, the strength of the mitigations.

Figure 7 shows the impact of a shift in the lockdown date \( t_1 \) and all following switch-dates \( (t_2 - t_4) \) by a given number of days on the total number of deaths and the peak ICU need for three seasonal scenarios, with no, weak and moderate seasonal effects \((\epsilon = 0; 0.1; 0.2)\). For all three scenarios, we obtain large changes for earlier or later lockdown dates, relative to our estimates with lockdown on March 16th, see also Table 2.

![Figure 7: Impact of a change in the lockdown date on the total number of deaths and the peak ICU need for three seasonal scenarios, with no, weak, and moderate seasonal effects.](image)

Table 2: Effect of the lockdown date (no / weak / moderate seasonal effects)

<table>
<thead>
<tr>
<th>Lockdown date</th>
<th>Deaths by August 31st</th>
<th>Peak ICU need</th>
</tr>
</thead>
<tbody>
<tr>
<td>March 16th</td>
<td>773/775/776</td>
<td>280/281/282</td>
</tr>
<tr>
<td>March 23rd</td>
<td>4 958/4 808/4 691</td>
<td>1 683/1 648/1 629</td>
</tr>
<tr>
<td>March 9th</td>
<td>128/132/135</td>
<td>44/45/45</td>
</tr>
</tbody>
</table>

Delay of the lockdown by one week leads to \( \sim 6 \) times larger number of deaths and an overflow of the ICU capacities for all scenarios. Vice-versa, there is also an effect of an earlier lockdown, leading to \( \sim 6 \) times lower total death numbers for a shift of one week. Note that the total lockdown period (time from lockdown to relaxation) is not changed in these scenarios.
In Figure 8, we analyze the impact of an earlier or later switch-point to relax the lockdown measures again (where we shift all switch-dates $t_2 - t_4$ after the lockdown by a set number of days), see also Table 3. In contrast to the previous case, we thus have a change in the lockdown period.

Figure 8: Impact of an earlier or later switch-point to relax the lockdown measures again.

Table 3: Effect of the date when mitigation measures are relaxed again (no / weak / moderate seasonal effects)

<table>
<thead>
<tr>
<th>Relaxation date</th>
<th>Deaths by August 31st</th>
</tr>
</thead>
<tbody>
<tr>
<td>May 1st</td>
<td>773/775/776</td>
</tr>
<tr>
<td>April 1st</td>
<td>2 265/2 802/3 693</td>
</tr>
<tr>
<td>June 1st</td>
<td>683/682/681</td>
</tr>
</tbody>
</table>

The sensitivity of the total number of deaths to a shift in the relaxation date is smaller than for a shift in the lockdown date. This is expected because the absolute change in mitigation at this switch-point is smaller, but note that we also display much larger shifts by up to one month. While an earlier relaxation date on April 1st can lead to a 4-fold increase of total deaths, the effect of a shift of the relaxation switch-point to an even later date is very small.

It is tempting to interpret these findings as predictions for what would have happened if the Austrian government had chosen an earlier or later lockdown date (or relaxation date). Such an interpretation has been made for related studies. However, we want to remind the user that this amounts to an over-interpretation. Neither our model, nor any other model known to us, can predict the behavioral changes of the Austrian population for scenarios that did not happen. Our derivations assume that no behavioral change would have happened other than the assumed temporal shift.
What can be concluded is the fact that the course of the epidemic is highly sensitive to the date of a lockdown of the estimated strength, and to a lesser degree to the relaxation date. It is very likely that both a (relatively) early lockdown and not-too-early relaxation contributed to Austria’s successful course through the epidemic so far, but our sensitivity results should not be read as predictions for the number of saved lives (or extra deaths) for alternative governmental actions.

Further remarks:

1. Our results on the effect of a shift of the lockdown date on the peak ICU need shows good qualitative agreement with the results from the individual based simulation model by N. Popper (Bicher et al., 2020). This demonstrates the robustness of our (and Popper’s) analysis with respect to modeling details.

2. In our sensitivity analysis above, we have only changed a single input parameter type (mitigation switch-points). For a complex problem with many interacting parameters (as we have it here), this simple view is often not sufficient. As an example, consider the three parameters “infection fatality ratio (IFR)”, “detection ratio” and “initial number of infectious individuals”. If any one or two of these parameters are changed, we observe strong effects on the model output. However, if we change all three in a coordinated way, there are almost no effects for the early phase of the epidemic, where data already exists. This is the reason why we have added the “lock” function to the input panel.

3. Sensitivity analysis is often also used to quantify the uncertainty of model predictions. If input parameters are known with some uncertainty that can be quantified, sensitivities translate these into uncertainties of the output. Some COVID-19 simulators (e.g., by Basel University: COVID-19 simulation tool) include this functionality and display credible intervals for the output. However, an interpretation of these credible intervals is not straightforward. This is because it is often not clear, which parameters are “known” with which uncertainty. In applications, we often use a best fit to output data (time series of past cases and deaths) to obtain estimates for input parameters, which then produce further estimates of output data (future cases). In addition, the parameter space of the model is large, making a comprehensive statistical analysis prohibitive. For this reason, we encourage the user to build her or his own intuition of model uncertainties by running the simulator in parameter regions of interest. Note that we do provide credible intervals for our R-Nowcasting, which is a much simpler problem. However, even in this case, the interpretation of the uncertainties displayed requires great caution (see our discussion there).
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